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Applications & Advantages of
Intra-frame Encoding

Applications — digital cinema, surveillance, digital

photography, medical imaging, etc.

Advantages

Ease of editing — each frame can be processed individually

Good for variable bandwidth network — transmission loss
or delay of one frame won’t affect other frames

Low complexity — require less computation and bus traffic

Representative Intra-frame Encoders

Motion JPEG: widely adopted in digital cameras
because of its low hardware cost

Motion JPEG2000: proposed for application that
requires high resolution or lossless video quality such
as digital cinema and medical imaging

H.264/AVC intra-frame encoder: propose novel intra
coding tools such as “Intra Prediction” to achieve
better coding performance

HEVC intra-frame encoder: will also employ intra
coding tools

2013/5/29



Profiling An H.264/AVC Decoder

Decoder Settings

: Video resolution 1080p
SDRAM PR
Controller GOP IBP
[ 3H A
< S > Number of total frames | 60
. BUS
: Number of ref. frames 4
Video Search range 64x64
Decoder
‘ Memory Access Cycles ‘ 66.9% Memory Efficiency
Bit-stream Fetch 0.4%  Top-Row Access 45.8% 55.5%
6.2% = 45.6%
Reference isplay Frame
Frame Access
Access 36.4% Bit-stream Top-Row Reference
57.0% Fetch Access Frame

Access

Bus Traffic for Accessing Display Frames

BL = Burst Length

Display Display
Controller SDRAM Controller

SDRAM

Write, BL=2 Write, BL=8

Video Video
Decoder urter Decoder

Million Cycles Million Cycles
60 60
40 — 40
. m = M . =
Penalt
Total cycles | Data cycles cyclesz Total cycles | Data cycles z’:cr;zlty_/
=51.47 =235 27.97 =35.71 =235 12.21
Read 17.73 11.75 5.98 Read 17.73 11.75 5.98
mWrite| 3374 1175 | @LSD W Write|  17.98 1175 | (623) S
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Bus Traffic Reduction Technologies

* DRAM penalty cycles - DRAM controller scheduling
algorithms, DRAM address mappings

e Redundant data access - memory-efficient
architectures

* Data access cycles — frame compression algorithms

1. Reduce data access -> reduce penalty
2. Can be integrated into various systems

3. Can work together with other technologies

Previous Frame Compression Algorithms

Type References Advantages Disadvantages
Lossy [LeRLO7], [CDTCOS8], ¢ Guarantee ¢ Cause video
[lvMo008], [ChTCO09], compression ratio quality loss
[S2)G10], [SKSP10], * Save both bus traffic
[MaSe11], [GAMR11], |  and memory space

[VoLK11]

Lossless | [LZWFOQ7], [SoSh07], Preserve the video | Save bus traffic
[LiLYOS8], [LCPKO9], quality only

[KiKK09], [YCKLO9],
[KiKy10], [BazG10],
[Dizh10], [KLKK11],
[JKLY12], [ChCh12],
[SSGP12], [LIMel12]

e Asvideo resolution increases, video quality become more
and more important




Previous Lossless Frame Compression

Algorithms
DRR = (1 — Compressed_Size/Original_Size)*100%
Type References Processing Data Reduction | Applications
Unit Ratio (DRR)

Block-based | [SoSh07], [LCPKO9], [ A MxN block | Around 60% Reference
[KiKK09], [KiKy10], frames
[BaZzG10], [KLKK11],
[JKLY12], [ChCh12],
[SSGP12]

Line-based | [LZWFO07], [LiLYOS8], 1~N pixels in | 30%~50% Display
[YCKLO9], [DiZh10], avideo line frames
[LIMel2]

* Display devices show frames line by line and may use

interlaced format

Previous Line-based Frame Compression
Algorithms

Test Pattern: 12 1080p videos

Work Algorithm Average DRR | Computation Resources Local
Memory
Addition | Comparison (Bytes)
LZWF0O7 | Dictionary-based Coding | 18.76% 0 3 3
LiLY08 Modified Hadamard 51.96% 18 0 1920
Transform + Adaptive
Golomb-Rice Coding
YCKLO9 Dictionary-based Coding | 44.39% 2 3 1
Dizh10 Integer Wavelet 17.98% 30 0 16
Transform + Adaptive
Golomb-Rice Coding
LIMel2 | Dictionary-based Coding |31.7% 2 3 2
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Main Idea of Yang’s Algorithm

* More than 79% of differences are 0 and t1
® Assuming

‘ Codeword (CW)

Pi: current pixel

. . Oth i
Pi-1: previous pixel ers 11+Pi

“Failed”
0T 58.6 20.9%
60 [
50 - - _
> | Pi==Pi-1+1 58.6%
g 40 llPluslll
© 30 -
o
<] L
o 20 10.31/10.2 OIP. )
10 i 80.30.4050.71.11.8% 9181107050403L0 Lo -
0 Minusl
<-8 -6 -3 0 3 6 >8
Current Pixel - Previous Pixel 10
’ .
Drawbacks of Yang’s Algorithm
Yang’s Tree Structure Huffman Tree Structure
Using the
Huffman coding Can be further
compressed
Equal Minusl Plusl Failed Equal Minusl Plusl
58.6% 10.3% 10.2% 20.9% 58.6% 10.3% 10.2%
CW 00 01 10 11 0 100 101 11
@ uses fixed length codewords
Output 00 01 10 11+ Pi 0 100 101 11+FPi
[8—(2*79.1%+10%20.9%)]/8 = 54.1% [8—(1*58.6+10%20.9%+3*20.5%)]/8
=58.9%
Improve 4.8% 1
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Four Proposed Improvements

Yang'’s Tree Structure Our Tree Structure
1. We utilize the Huffman coding
| >0 1
41.4%
0
‘ 4. We increase the size of dictionary %
< X\ uo N
Equal Minusl Plusl @ Equal [/APBT\[Minusl Plusl
58.6% 10.3% 10.2% \.20.9% 58.6%|\14.2%/| 10.3% 10.2%
2. We propose an “adaptive prefix bit | 0 100 101 110 111 |
truncation” scheme to compress
the “Failed” pixels 0 100+Pi[n:0] 101 Hllo 111+Pi

scheme to compress the codewords

3. We propose a “head code compression”

12

Longest Prefix Match (LPM)

e We obtain it in binary format of every “Dictionary-
miss” pixels

Previous pixel Pi1=103 (01100111):
Current pixel Pi = 98 (01100010).
LPMi=5

* We can
— truncate the first “LPM” (5) bits of P;
— use one bit to indicate that Pi is truncated
— output only the remaining “8-LPMi” (3) bits

13

2013/5/29



An Example of Utilizing “LPM”

dictionary pixels
{Pi1-1, Pi1,Pia+ 1}

Po P1 P2

Ps Psa Ps

Ps

Input pixels: 108, 99, 100, 101, 117, 84, 103

Current Previous LPM | Truncation Length (TLen)
Pixel Pixel

1 2 3 4
P0:10810 P-1:010 1 CWapbt CWhniss CWhiss CWhiss
011011002 | 000000002 + Po[6:0] + Po + Po + Po
P1:9910 P0:10810 4 CWapbt CWapbt CWapbt CWapbt
01100011> |01101100: + P1[6:0] + P1[5:0] + P1[4:0] + P1[3:0]
P4:11710 P3:10110 3 CWapbt CWapbt CWapbt CWhiss
01110101: | 011001012 + P4[6:0] + P4[5:0] + P4[4:0] + Pa
Ps:8410 P4:11710 2 CWoapbt CWoapbt CWhmiss CWhiss
010101002 | 011001102 + Ps[6:0] + Ps[5:0] + Ps + Ps
Ps:1030 Ps:8410 2 CWapbt CWapbt CWhiss CWniss
01100111> | 010101002 + Pe[6:0] + Ps[5:0] +Ps +Ps
Total Codeword and Bits 5 CW+35 bits |5 CW+32 bits |5 CW+34 bits |5 CW+36 bits
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Worst Case Performance Analysis

Algorithms | Type Compression Ratio = Compressed/Original
Proposed Line-based 1.003

LZWF07 Line-based 1.5

LiLYO8 Line-based 1.77

YCKLO9 Line-based 1.25

Dizh10 Line-based 2.73

LiMel2 Line-based 1.25

KiKKO09 Block-based 1.063

KiKy10 Block-based 1.004

BazG10 Block-based 1.002

15
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Display Frames for Analysis

* Using 12 1080p videos that encoded and decoded by
H.264/AVC reference software IM11.0

Parameters Values
#Frames per Sequence 60

GOP IPBPB

QP 4,16, 28, 40
#Reference Frames 2

Entropy Coder CABAC
Hadamard Transform On

Search Range 128 x128

16

Dictionary Size Selection

Process of luma component

37.87%

(56.27% — 25.37%)/30 = 1.03%

40 70
35 dlff = 079% 56.27%
F 60 -
——el®
30 - » 50 |
5 -
” %20 -
20 ¢ 30 Luma: 0~16
15 - @ Chroma: 0~t4
10 | 20 I 25.37%
5 L 10 -
0 \\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ 0 ] | N T T T v }

Differences

>31 Q 8

20 26 32 38 44 50 56 62
0~16 #Symbols

DRR of using Huffman Coding

1’b0 -> Pi == Pi-1 (37.87%)
1’b1 -> Other (62.13%) 17
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25 -

20 ~

% 15
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Truncation Length Candidates Selection

¢ Using a 1-bit code to indicate that if the current pixel is truncated

¢ Pixels can be truncated

-> 1+ (8-TL) bits

e Pixels can not be truncated -> 1+8 = 9 bits

10.03

|

11.74

2837 3758

19.82

2.46 20 -

Luma: 2, 3,4
Chroma: 2,3, 4

2.46%x[1+8-5] + 97.54%x9 = 8.88

‘ OPixels can be truncated O Pixels can't be truncated

100 -
90 +
80 +

% 60 -

0.0:

9.9

21.7

78.2

41.5

38.4 i
30.04

97.54

LPM

10 -
\D\ o O

2 3 4

Truncation Length

18

Pixel Group Size Selection

¢ To determine the size of a group
e Luma->1/0.0171=58.5 =>64

58 ﬁ)ixels

Luma: 64
Chroma: 160

000000Q0QQ

M failed

M predict-able

1.71%

19
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Head Code Compression

® Head code: the first bit of the codeword

Current Pixel Previous Pixel Codeword

Po = 106 0 111

P: =105 106 100

P> =106 105 101

Ps = 106 106 0 <—— Head Code

* Examples of compressing 4 continuous head codes

4 codes | Flag Bit + Data Bits
1111 0+1

1110 1+1110

0101 1+0101

0000 0+0

20

Best Run Length Selection

¢ There is a tradeoff between the number of continuous codes
(run length) and the probabilities that they containall0 or 1

.
Sl Pl e
3 |60.48 |2 3952 |4 16

4 |52.04 |2 4796 |5 12

6 [39.39 |2 60.02 |7 8

8 (3138 |2 68.62 |9 1

12 [21.73 |2 78.27 |13 .

16 [15.63 |2 8437 |17 3 4 6 8 12 16
24 10.16 |2 89.84 25 #Continuous codes

21
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An lllustrative Compression Example

Input Pixels: 92, 94, 97, 98, 106, 105, 103, 103, 103, 96, 95, 95

Yang’s Algorithm [0~11] Proposed [0~16, BTL = 4, BRL = 6]

Input | Dictionary | CW + Output Data Dictionary | LPM | CW + Output Data
92 [0~1] 11 +01011100 [0~6] 1 11111+ 01011100
94 [91~93] 11 +01011110 [86~98] 6 11001

97 [93~95] 11 +01100001 [88~100] |2 11110

98 [96~98] 10 [91~103] |6 101

106 | [97~99] 11+ 01101010 [92~104] | 4 11011 + 1010

105 | [105~107] | O1 [100~112] | 6 100

103 | [104~106] | 11+01100111 [99~111] | 4 11000

103 | [102~104] | 00 [97~109] '8 0

103 | [102~104] | 00 [97~109] ' 8 0

96 [102~104] 11 + 01100000 [97~109] |5 11011 + 0000

95 [95~97] 01 [90~102] |2 100

95 [94~96] 00 [89~101] |8 0

Total bits for encoding 12 pixels 72 111111_100110=>01_1100110 | 2+56-3=55
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1080p Test Video Sequences

I

blue_sky kimono

pedestrian_area

sunflower

tractor touchdown_pass west_wind_easy »
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Comparison of DRR with Previous Line-based
Algorithms for (A) Display & (B) Source Frames

-+ LZWF07 --=-LiLYO8 -+-YCKLO9

-e-DiZzhl0 ——LJMel2 —=Proposed

Sequences Sequences
(A) (B)

24

DRR of All Line-based Algorithms for Various QP

- LZWF07 -—-=--LiLYO8 —-+-YCKLO9
—-e-Dizh10 ——LMel2 —w=—Proposed

DRR (%)

Qp

25
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Comparison of Computational Complexity

Computation Resources | Memory Space | Equivalent DRR (%)

per Pixel (Bytes) Gates

Addition | Comparison
YCKLO9 2 3 1 312 44.39
LiLYOS 18 0 1920 19224 51.96
Proposed |12 16 160 3200 61.97

Synthesized using TSMC 130nm Library
8-bit Adder => 108 gates

8-bit Comparator => 29 gates

1-byte Single-port Register File => 9 gates

26

Bus Traffic Reduction by Using Proposed Algorithm

Original System + Buffer Original System + Buffer + Proposed Algorithm

Display SDRAM De- Display
SDRAM Controller compressor| Controller
:Read, BL =
BUS

* Write, BL=8_—> e T write
Video Video N
| Buffer lfé Decoder l Buffer |E> Decoder ompressor
Million Cycles Million Cycles
40 40
30 — 30
20 — —— — 20
5 N . 9
0 .. o LN e -
Total Data Penalty Total Data Penalty
C = | cycles= | cycles= o cycles= | cycles= | cycles =
35w | 089 Qa6 874593
Read | 17.73 /71175 5.98\) Read| 6.76 (4.8 2.28
mWrite| 17.98 N11.75 6.23 W Write| 7.91 \\326 3.65 57
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Summary

What — Line-based display frame compression
algorithm

Why — For reducing bus trafficand memory usage

How — Dictionary coding + Huffman coding +
Proposed APBT and HCC schemes

Results — Reduces 59% of bus traffic of a video decoder
— Improves at least 10% of DRR than prior arts
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Thank you for your attention!!
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